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Abstract: Coverage is an important optimization objective in pre and post-deployment stage of a Wireless Sensor Network (WSN). In this paper, we address the issue of placing a finite set of sensors to cover an area of arbitrary geometry. Unlike many existing works concerned with uniform coverage of a target area, we take into account the realistic consideration of the probability density for events to be sensed, termed as event-driven coverage. The objective is to distribute sensors so that the distribution density of the sensors matches that of the probability density of events to be sensed. The expected event distribution is assumed to be stationary and known a priori, directly or indirectly, in the form of sample maps. In this context we explore and evaluate the concept of Self-Organizing Maps (SOMs) and its derivative variants to address the coverage problem. Various forms of SOMs methods as well as the known methods of Virtual Fields are also compared via experimentation.
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1 Introduction

Systems with a large number of sensors have become common in many different domains of applications. The development of wireless sensors which are able to communicate their data to stations without a wire link have accelerated the use of sensors in real world applications since their deployment becomes easier and at lower cost. As the main utility of Wireless Sensor Networks (WSNs) is to detect and collect information in some designated region, spatial distribution and coverage of wireless sensors became a key optimization goal in sensor deployment and post-deployment phases. For example, in a security system, sensors need to be placed to completely
Cover certain areas of complex geometry without leaving any blind spots and we wish to do that with a minimal number of sensors. In air-quality monitoring applications, one wishes to deploy sensors in locations where contaminants are likely to occur. Interestingly, we observe that the sensor coverage problem bears much similarity with capacity (cell) planning in cellular networks, where the sensors are base-stations communicating with consumer equipment like cell phones. In this case, maximum coverage of large areas of varying population (and thus varying traffic demand) is desired with a restricted number of base-stations. This problem becomes even more interesting in the case where the sensors are mobile and they can be rearranged even after deployment, especially when distribution of signal sources is not stationary. For example, in the self-healing minefield project (DARPA/ATO, 2002) developed by DARPA, a network of mines is established and could recover from breaches in the network. After part of the minefield is breached, the rest of the network detects and determines how to heal the network by moving individual mines.

The Self-Organizing Map (SOM) is a method for unsupervised learning, based on a grid of artificial neurons whose weights are adapted to topologically match the distribution of vectors in a sample set that is used as exemplar or training set. It has been successfully applied in vector quantization, a minimal distortion encoding technique based on compression principles, because it provides an approximate method for computing the Voronoi vectors in an unsupervised manner.

In this paper, we model the sensor deployment problem as a geographical area with a random (but not necessarily uniform) distribution of events to be sensed, and we address the question of what is an efficient way to distribute a given finite set of sensors in this area so as to reflect the expected sparseness or concentration of events. We adopt the SOM approach since it specifically targets topologically correct mappings of probability density distributions. A couple of SOM variants are examined and experimental evaluations are performed. In addition, we provide a comparison with the Virtual Fields method for which spurious non-proper stable distributions exist – a result for which proof is provided.

The rest of this paper is organized as follows. In Section 2, we present a review of related work in sensor deployment. A formal definition of the event-driven sensor deployment problem statement is given in Section 3 along with basic concepts on SOM. In Section 4, the basic algorithm and its variants for event-driven sensor deployment are presented; their performance is evaluated in more detail in Section 5. Finally, we summarize the results and conclude this paper in Section 6.

## 2 Related work

Various approaches have been proposed in the literature to address the sensor deployment problem. These algorithms differ in whether they are applicable for offline deployment or online relocation of sensors in postdeployment stage, whether accurate location information is required, and whether irregular areas and heterogeneous coverage requirements can be met.

Among the existing methods, the potential field-based approaches are closest to our proposed solution (Howard et al., 2002; Zou and Chakrabarty, 2003). In Howard et al. (2002), each node is subjected to virtual forces, which repel nodes from one another and from obstacles. At the same time, nodes are subjected to viscous friction forces. As a result, an initial compact configuration of nodes is expected to spread out and finally reach an equilibrium state. The approach does not require centralized control and exact localization information. However, the final placement is dependent on initial sensor location. Furthermore, it cannot handle the non-uniform coverage requirement when the probability distribution of events varies over the target area.

A similar idea has been explored in Zou and Chakrabarty (2003). The main difference is that in addition to repelling forces between close-by sensor pairs, attractive forces among distant sensors are also considered. This solution is known as the Virtual Force Algorithm (VFA). Using a combination of attractive and repellant forces, VFA attempts to improve the coverage of an initial random placement of the sensor network. However, as we demonstrate in Section 5 and Appendix, VFA can suffer a problem of under-coverage and poor placement for certain configurations of initial sensor placements which are not proper and yet are stable under VFA. Furthermore, it should be noted that VFA addresses uniform coverage requirements only, whereas our proposed solution can facilitate coverage requirements of arbitrary spatial distribution.

Recently, three mobility-assisted sensor deployment protocols, VEC (Vector-based), VOR (Voronoi-based) and Minimax are proposed in Wang et al. (2004) based on Voronoi diagrams. VEC pushes sensors away from a densely covered area; VOR pulls sensors to the sparsely covered area, and Minimax moves sensors to their local centre area. The three protocols share the same principle of moving sensors from densely deployed areas to sparsely deployed areas iteratively. Simulation results show that Minimax performs better than the other two with respect to achieving larger coverage. In a follow up work (Wang et al., 2005), the same authors consider the problem of sensor relocation, which deals with sensor failure or response to new events. The solution consists of two phases. Firstly, redundant sensors are identified. Secondly, the redundant sensors are moved to the under-covered area. Specifically, a Grid-Quorum solution is proposed to quickly locate the closest redundant sensors, and then a cascaded movement solution adjusts relevant sensors’ positions at the same time.

Inspired by the minimum-cost maximum-flow problem, Chellappan et al. (2005) constructed a virtual graph based on the initial deployment, and determined routes for the sensors maximizing their coverage and minimizing the number of flips. The associated algorithm requires a Base station to collect sensors’ information and determine the route plan. The coverage improvement by that algorithm is constrained by initial distribution of sensors.
In addition to the aforementioned works directly addressing the sensor deployment problem, there exist other research efforts concerning the detection and recovery of coverage holes in sensor networks (Ghrist and Muhammad, 2005; Watfa and Commuri, 2006). A coverage hole is defined as a region where the coverage requirement is not met. A coverage hole could arise due to the failure of sensors, change of sensors’ location, etc. In Watfa and Commuri (2006), an algorithm is devised to find out coverage holes in the region. By examining whether a sensor’s sensing disk is covered by another sensor, one can determine whether the sensor is on the boundary of a hole, implicitly indicating hole’s existence. It only suggests how to detect holes but it does not provide methods for recovery of holes. The work in Ghrist and Muhammad (2005) presented a novel technique for detecting holes in coverage by means of homology, an algebraic topological invariant. Their technique is coordinate-free and centralized.

3 Preliminaries

In this section, we first present the formulation of our version of the sensor deployment problem, and then provide a brief overview of the method of SOMs.

3.1 Problem statement

We consider a given number of \( N \) sensors available for dispersion in a target 2D area of arbitrary shape. The sensors will be sensing events from within this area, and the events can originate anywhere in the area with a stationary and a priori probability density distribution (which however may not necessarily be uniform). We assume that all sensor nodes are homogenous and have similar sensing capability. To determine the coverage of each sensor, a simple disk model is assumed, though it is not essential to the execution of our proposed algorithm. Under the disk model, a point \( p \) in the target area is covered if and only if there exists at least one sensor within its \( s \) radius, where \( s \) is the sensing range of a sensor. In the rest of this paper, bold face characters are used to represent vectors.

Definition 1: (k-coverage): Given an area \( A \) and the set of sensors \( N \), we say that \( A \) is \( k \)-covered if for all \( p \in A \), there exists at least one sensor \( v_i \) such that \( p \) is covered by \( v_i \). Let \( \mathcal{C}(p) \) denote the number of sensors covering \( p \).

Definition 2: (Coverage Divergence): Given a placement \( \mathcal{P}(N) \) of sensors \( N \), define \( C_A(p) \) as the coverage density of \( \mathcal{P}(N) \).

The coverage divergence between \( f_A(p) \) and \( C_A(p) \) is then defined as follows:

\[
D_A(f \parallel C) = \int_{p \in A} f_A(p) \log \frac{f_A(p)}{C_A(p)}
\]

Definition 3: (Event-driven Sensor Deployment Problem): Given \( f_A(p) \), the probability density function of events to be sensed in Area \( A \) and a set of \( N \) sensors, the problem is to deploy the sensors in an efficient way to cover the target area subject to expected event distribution. Depending on the number and coverage area of sensors, two situations may arise:

1. There are not enough sensors to provide \( 1 \)-coverage to the entire area. We wish to cover with high priority the event regions with larger probability density.
2. If the sensors are sufficient for \( k \)-coverage, \( k \geq 1 \), we wish to allocate more sensors in the areas of higher probability density than those with a lower density. This is often more desirable compared to a uniform distribution of sensor nodes for two reasons. Firstly, with higher event probability, more energy in sensing and communicating the sensed data is required. It is desirable to distribute the sensing task among multiple nodes. Secondly, a higher event probability can be an indication of ‘importance’ of a particular region, for example, secured zones. Thus, it is desirable to have more sensors deployed to ensure high reliability and effectively allocate more bandwidth to areas of more activity.

Therefore, to characterise the ‘fitness’ of resulting coverage, traditional metrics such as \( k \)-coverage is not expressive enough to capture a priori knowledge of event distribution. To this end, we introduce the following definition of coverage divergence motivated by the concept of Kullback-Leibler divergence in information theory.

\[
D_A(f \parallel C) = \int_{p \in A} f_A(p) \log \frac{f_A(p)}{C_A(p)}
\]
3.2 Self-organizing map

The SOM is a method for unsupervised learning, based on a grid of artificial neurons whose weight vectors are adapted to topologically match the distribution of vectors in a sample set that is used as exemplar or training set. It was first developed by Teuvo Kohonen and is thus also known as a Kohonen map. A brief summary of SOMs is given below. Detailed descriptions of SOM can be found in Kohonen (1982, 1990) and Haykin (1999).

The basic structure of the Kohonen layer consists of $N$ processing elements, each receiving $n$ input signals $x_1, x_2, ..., x_n$ from a layer of fan-out units. The $x_i$ input to Kohonen processing element $i$ has a real weight $w_i$ associated with it. Each processing element calculates its input intensity as $I_i = D(w_i, x)$, where $w_i = (w_{i1}, w_{i2}, ..., w_{in})^T$ and $x = (x_1, x_2, ..., x_n)^T$ and $D(u, v)$ is a distance measurement function. Once each processing element has calculated its input intensity $I_i$, a competition takes place to see which unit has the largest input density and its output is set to 1 (in the following we refer to this element as the ‘winner’); for all others it is set to 0.

Training data for the Kohonen layer is assumed to consist of a sequence of input vectors $x$. Weight modification takes place in accordance with the adaptive rule, called the Kohonen learning law.

For the winning processing element:

$$w_i^{\text{new}} = (1-\alpha)w_i^{\text{old}} + \alpha x$$

(2)

where $\alpha$ is a constant, $0 < \alpha < 1$, (thereby the winner moves closer to the current sample $x$) and for all other processing elements:

$$w_i^{\text{new}} = w_i^{\text{old}}$$

(3)

As training progresses, the topological distribution (map) of the Kohonen weight vectors becomes denser where the population of $x$ vectors are highest, and similarly they become least dense (or absent) where $x$ vectors hardly ever (or never) appear. Clearly, there exists a direct connection between our event-driven sensor deployment problem and SOM methods. We can model a sensor’s location as weight vectors in a Kohonen layer whereas the sequence of training data (called samples) reflects the expected event distribution in the targeted area. Adjustment of sensors (weights) is dependent upon their distance to the samples.

4 Sensor deployment using SOM

In this section, we discuss a centralized algorithm to place a set of $N$ sensors in a targeted area so that the distribution of the sensors approximates the distribution of events known a priori. We first describe a base algorithm using SOM and examine its performance. Then, we consider a few variations to the base algorithm that achieve better coverage.

4.1 Base algorithm

The base algorithm starts with an arbitrary initial placement of sensors, followed by an iterative adaptive process of rearrangement through small movement of sensors. Following the notations in Section 3.2, in the initialisation stage, a set of sample points $x_j = (x_{j1}, x_{j2})^T$, $j = 1, 2, ..., m$ is generated to represent the distribution of events. In essence, the distribution of the samples corresponds to a discretisation of the distribution at hand. Each sensor $i$ is assigned an arbitrary initial location $w_i = (w_{i1}, w_{i2})^T$, $i = 1, 2, ..., N$.

In the iteration phase, sensor positions are moved based on the following criterion until no more significant movement is attainable. Each iteration focuses on one particular sample and the sensor that is closest to this sample is identified (based on Euclidean distance). This sensor is called the ‘winner’ for the current sample and this winner is allowed to move closer to the sample. The movement is proportional to the distance of the winner sensor and the current sample. Let the location of the winning sensor for sample $x_j = (x_{j1}, x_{j2})^T$ be $w_i = (w_{i1}, w_{i2})^T$. Updating of sensor $i$’s location is determined by

$$w_i^{\text{new}} = (1-\alpha)w_i^{\text{old}} + \alpha x_j = w_i^{\text{old}} + \alpha(x_j - w_i^{\text{old}})$$

(4)

with $0 < \alpha < 1$ as shown in Figure 1.

This process iterates over all the samples in multiple runs until there is no more significant movement of any sensor. For each sample, a winner is picked as the closest sensor. The winner then moves closer to the sample to better establish its ‘claim’. Accordingly, the rest of the sensors will have to turn away from an area that is dominated by the current winner, and that happens in subsequent iterations with respect to other samples which are not dominated by other sensors.

Next, we provide an intuitive explanation of how SOM works. A Voronoi tessellation is the partitioning of a plane into convex polygons such that each polygon contains exactly one generating point and every point in a given polygon is closer to its generating point than to any other. At the beginning of each run, we can tessellate the target area into Voronoi cells $V_i$ with the current set of sensor locations as generating points. Therefore, the collection of samples, which a sensor $i$ wins (called receptive field of sensor $i$) is in fact the Voronoi cell $V_i$. Since each sample within $V_i$ pulls sensor $i$ towards its own position, the collective effect of samples in $V_i$ is to move the sensor $i$ to its collective centre of gravity (mean). After one run, sensors move to new locations resulting in a different tessellation. The process then repeats. An illustrative
example of the behaviour of this simple algorithm is shown in Figure 2. Assume a uniform distribution of samples (to model a uniform event field), shown in Figure 2 as dots on a grid, and only two sensors with initial positions shown in Figure 2(a). It is obvious that sensor \( v_1 \) will be winning on all samples above the line shown midway between the two sensors. Similarly sensor \( v_2 \) will be winning in the smaller area below the line.

In Figure 2(a), there are a lot more samples above \( v_1 \) than there are below it within its receptive field (above the line). Thus, with continued iterations, \( v_1 \) is expected to move upwards. While \( v_1 \) is moving upwards, there are samples which effectively cross into \( v_2 \)’s receptive field. Thus \( v_2 \)’s receptive field expands upwards and so \( v_2 \) is also moving upwards pulled at all times towards the median of its receptive field. The final positions are shown in Figure 2(b) with the two sensors uniformly distributed and the area split evenly in their receptive fields.

4.2 Improvement of the base algorithm

This simple algorithm works well in general with uniform initial distributions of the sensors. However, our earlier experiments show that it has some drawbacks.

- The final placement is dependent upon the sweeping sequence of the samples. An example is shown in Figure 3. In Figure 3(a), sensors are initially at the lower left corner of the field or follow random placement as indicated by the green triangles. Using sequential sweeping of samples bottom-up, results in a final placement shown by the red squares. Clearly, sensors tend to concentrate on the upper half of the target area, which is not a desired formation. Similar observations can be made with a random initial placement in Figure 3(b).

- If the area to be covered consists of a set of disjoint regions, there may exist stable distributions of sensors as a result of the base algorithm in which some of the sensors’ location remain unchanged while certain regions in the targeted area are under-covered. This is possible in that version of the algorithm because due to the topology of the initial placement, some sensors may become dominant over an area and constantly win the competitions over that area thus becoming greedy and effectively mask off the area from other sensors. As a result, other sensors cannot move in for the desirable distribution. An example is given in Figure 4. In Figure 4, events are three times more likely to occur in the upper right regions. Contrary to the targeted distribution (as indicated by the density of dots), there are more sensors in the lower left region. In addition, sensors 12 and 15 are trapped and do not contribute much to the final coverage of the intended rectangle areas because they hardly have won any of the competitions for samples throughout the iterations. To deal with these two problems, we examined two variations of the base algorithm.

4.2.1 Random permutation of sweeping sequence

In each run, the sweeping of samples follows an arbitrary sequence as opposed to sweeping them in exactly the same sequence every time. This removes the artifact of sequential sweeping. The results are shown as blue solid squares in Figure 3. The difference observed in Figure 3 indicates that varying the order of sweeping, the samples can be advantageous. The reason is that if the order of sweeping is kept fixed, then dynamic equilibrium can arise that locks sensors in arrangements that are not optimal but from which they cannot break away. Varying the order of sweeps breaks away from such arrangements (in a somewhat similar way that small white noise perturbations effect in such cases).
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4.2.2 SOM with block party

In the base algorithm, a single winner is determined for each sample. If a sensor cannot win on any sample (i.e. there is no sample in its receptive field), the position of the sensor remains unchanged. This is undesirable for two reasons,

1. the contribution of the sensor can be zero since it does not cover any region in the targeted area
2. a subset of sensors can be too greedy (i.e. they are the only winners always) and so the coverage will be attempted with only that limited set of sensors, thus the area can be under-covered (as shown in Figure 4).

To avoid this problem, we examined a variant of the base algorithm which is known as the Block Party version. The basic idea is to allow the winning sensors to drag along some of its neighbour sensors, thereby essentially sharing its gains upon an area with its neighbours and thus the greediness problem is handled. This is accomplished by letting the immediate neighbours of the winning sensor to move towards the current sample but with a proportionally lesser step than that of the winner. In the terminology of Kohonen maps, every sample determines multiple winners, each modifying its weight based on its ‘distance’ to the top one winner; the intuitive idea being to make the step some sort of Gaussian function of the distance from the top winner.

The question remains about how neighbourhood and distance are defined. There are two alternatives.

1. Euclidean space: A natural definition of neighbouring relationship is Euclidean distance. Let the winner sensor to sample \( x_j \) be \( w_i = (w_{i1}, w_{i2}) \) and its movement is given by \( \alpha(x_j - w_i) \). Then, the movement of a sensor \( w_k = (w_{k1}, w_{k2}) \) is computed as \( f(\|w_i - w_k\|)\alpha(x_j - w_i) \), where \( \|\cdot\| \) is the \( L^2 \) norm. The weight function \( f \) is defined as follows:

\[
f = \begin{cases} 
1 & \text{if } d = 0 \\
1 - \left( \frac{d}{d_{in}} \right)^2 & \text{if } d < d_{in} \\
0 & \text{if } d \geq d_{in}
\end{cases}
\]

where \( d = \|w_i - w_k\| \) is the Euclidean distance between a sensor \( k \) to the winner sensor \( i \) and \( d_{in} \) is the neighbourhood size which is set to be twice the sensing range \( s \) in subsequent experiments.

2. Label space: Instead of using the actual locations of the sensors, we can label them using coordinates in a label space and define neighbourhood accordingly. Given a sample \( x_j \), let the winner sensor \( w_i = (w_{i1}, w_{i2}) \)'s coordinate in label space be \( (l_{i1}, l_{i2}) \), \( l_{i1}, l_{i2} \in Z \). Its movement is again computed as \( \alpha(x_j - w_i) \) (in Euclidean space). Then, the movement of a sensor \( (l_{k1}, l_{k2}) \) is computed as...
The weight function \( f \) is defined as follows:

\[
 f(x, y) = \begin{cases} 
 \exp\left(-\frac{x^2 + y^2}{M^2}\right) & \text{if } \max(x, y) < \frac{M+1}{2} \\
 0 & \text{otherwise}
\end{cases}
\] (6)

Clearly, \( f(x, y) \) is symmetric function defined on a square neighbourhood with side length \( M \). \( M \) determines the size of neighbour. An example of the weight (of movement) of neighbour sensors is given in Table 1.

<table>
<thead>
<tr>
<th>( M = 5 )</th>
<th>Weights of movement of neighbouring sensors, ( M = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.73</td>
<td>0.81</td>
</tr>
<tr>
<td>0.81</td>
<td>0.92</td>
</tr>
<tr>
<td>0.85</td>
<td>0.96</td>
</tr>
<tr>
<td>0.81</td>
<td>0.92</td>
</tr>
<tr>
<td>0.73</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Comparing the above two alternatives, we see that with neighbourhood defined in Euclidean space, the sensors moved in each iteration tend to be more clustered but in principle two sensors that are initially neighbours are not restricted to remain neighbours throughout the algorithm. On the other hand, in label space, the sensors that are initially neighbours will remain labelled as neighbours throughout the algorithm. If we picture the initial placement as a perfect uniform grid, then throughout the algorithm this grid is stretched and skewed to span (cover) just the geometry of the sample space and at the same time being denser (finer) in areas of denser sample populations. Also, as the algorithm progresses, sensors which are neighbours in label space tend to come closer and become neighbours in Euclidean space. Thus, it is likely the two definitions have similar effects.

As an evaluation of the concept, we revisit the example in Figure 4 and apply the block party algorithm in Euclidean space. As shown in Figure 5, the block party algorithm in Euclidean space can indeed improve the efficiency of sensors and achieve the desired coverage requirement.

**5 Performance evaluation**

In this section, we evaluate the performance of the proposed sensor deployment algorithms. We have implemented the proposed algorithms as well as the VFA (Zou and Chakrabarty, 2003) using Matlab. As discussed in Section 2, VFA is only applicable for scenarios where event distribution is uniform in the targeted area. Furthermore, it is difficult to characterise the boundaries of the targeted area in VFA. Both problems can be addressed easily using our proposed framework.

The performance measures of interest when comparing different algorithms are:

1. distribution of sensors,
2. coverage ratio, defined as the percentage of targeted area covered
3. speed of convergence measured in number of iterations.

5.1 Uniform event distribution in square area

This is the canonical scenario used in many works on sensor deployment. In this experiment, there are 16 sensors with sensing radius 7.5 in a 60 by 60 field.

Figure 6 shows the final placement of the sensors as the result of VFA and base algorithm with random permutation. The coverage of the sensor network is 70.00% in VFA, while it is 76.58% with the proposed algorithm (which is optimal in this case). Our implementation of VFA assumes the binary disk sensing model. The force vector on sensor \( \mathbf{w}_i = (w_{i1}, w_{i2}) \) from \( \mathbf{w}_j = (w_{j1}, w_{j2}) \) is computed as follows. When the distance between the two sensors is beyond \( d_n \), the force is attractive. Otherwise, the force is repulsive.

\[
 F_{ij} = \begin{cases} 
 c_a \left( \frac{\|w_j - w_i\|}{\|w_j - w_i\|} - d_n \right) \times \frac{w_j - w_i}{\|w_j - w_i\|} & \text{if } \|w_j - w_i\| > d_n \\
 c_a \frac{\|w_j - w_i\|}{\|w_j - w_i\|} & \text{otherwise}
\end{cases}
\] (7)

where \( c_a \) and \( c_r \) is a constant, \( d_n \) is the neighbourhood size set to be the sensing range as recommended in Zou and Chakrabarty (2003). Thus, the movement of sensor \( j \) is given by \( \alpha \sum_{i \neq j} F_{ij} \).

The result shown in Figure 6(a) is not an isolated instance of bad parameter tuning. In fact, we are able to prove (see Appendix) that VFA may stabilise in pathological cases of poor coverage.

Figure 7 shows the evolution of sensor coverage with number of iterations. At round 38, SOM is close to optimal. VFA appears to improve the total coverage fast initially, but slowly converges to steady state with more iterations.

**Note:** Number of samples = 2000, Number of sensors = 16, \( \alpha = 0.01 \), Iteration = 50, size of initial neighbour = 80.
5.2 Uniform event distribution in ‘irregular’ area

Next, we conducted experiments for event distribution in non-rectangular areas. The term irregularity is slightly abused in this context. In the first scenario, the target placement is to deploy nodes uniformly inside a circle and in the second scenario in an L shape corridor. In both cases, a total of 16 sensors are deployed. We do not compare our results with VFA as handling of boundary condition is unspecified in VFA. From Figure 8, we see that SOM can naturally handle an arbitrary coverage area by simply generating samples accordingly. Due to the use of block party variation, all sensors contribute to the final coverage.

5.3 Non-uniform event distribution

In this set of experiment, we consider non-uniform event distributions in targeted areas. In Figure 9(a), the target area is equally divided into four regions with expected $k$-coverage ratio being 1:2:4:8 from bottom-up. A total of 16 sensors are deployed. After applying the SOM algorithm, the number of sensors in each region is 2, 2, 4 and 8, respectively. One interesting observation is that the bottom two sensors are placed closer to the boundary of the two lower regions and thus provide some coverage for the second bottom region.

In the second scenario (Figure 9(b)), radius 1, 3 and 5, respectively. The expected $k$-coverage ratio is 16:4:1 inside out. A total of 36 sensors are deployed. Ideally, the number of sensors should be 12 in each region. After applying the SOM algorithm, the resulting sensors are 8, 14 and 14 in each region. This is somewhat suboptimal. However, one should note that even though we specify event region to be discrete, coverage of sensors is continuous.
Figure 9  Non-uniform event distribution with different coverage requirements (a) Square area and (b) Circular area (see online version for colours)

6 Conclusion

In this paper, we formulate the event-driven sensor coverage problem and propose several heuristic methods based on SOMs. Three variants of the SOM method are examined and experimentally evaluated. The results are also compared with the VFA method. Simulation results indicate that the Block-Party-SOM method yields a superior performance in dispersing sensors in a terrain of arbitrary shape so that the density of the sensors approximates the probability density of occurring events, which the sensors must detect. If the probability density of events is assumed uniform then the algorithm will revert to addressing the classic problem of area coverage, also with excellent results. However, the more significant contribution of this work is that it shows an effective way of addressing the coverage problem under the condition that the events to be sensed do not occur with a uniform distribution but an arbitrary one. It is assumed that this event distribution is stationary, but the method is also applicable as is in the case of mobile sensors and non-stationary event distributions that vary slowly relative to the speed of mobility of the sensors.
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Appendix analysis of VFA performance

In this section, we provide a rigorous proof that VFA may result in pathologically poor coverage. The key idea is to determine one possible steady state arrangement using VFA.

Lemma 1: Given a set of n sensors, let $d_{th}$ be the threshold distance corresponding to the transition from repellant force to attractive force. There exists a radius $r$ such that when sensors distribute evenly on a circle of radius $r$, the aggregated force on each sensor is zero.

Proof: In a circular placement, it is sufficient to examine one sensor and the forces acted on it. Denote this sensor by $\nu$ (see Figure A1). Let $k$ be the number of pairs of sensors giving attractive force, excluding the one on the opposite side. Let $\alpha_i$ be the angle between object sensor and $i$th sensor. Clearly, $\frac{2\pi}{n} \leq \pi \alpha_i \leq \frac{\pi}{n}$, $\forall i = 1, 2, ..., k$ and the following equality holds:

$$
\frac{\sin \alpha_i}{2} = \sin \left( \frac{\pi - i \times (2\pi/n)}{2} \right) = \cos \left( \frac{\pi i}{n} \right)
$$

Nodes on the left side of vertical dash line exert repellant force. And those on the right side give attractive force. Therefore, the distance between $K + 1$th and sensor $\nu$, $k$th and object sensor must satisfy the following constraints:

$$
\begin{align*}
\frac{d_{th} - 2r \sin \frac{\alpha_i}{2}}{2\cos(k\pi/n)} < r < \frac{d_{th} + 2r \sin \frac{\alpha_i}{2}}{2\cos((k+1)\pi/n)} \\
= \frac{2t + 4d_{th} \sum_{i=1}^{k} \cos((\pi/n)i - \alpha_i) + 4(n - 2(k+1)) \sum_{i=1}^{k} \cos((\pi/n)i)}{2(4 + 8\sum_{i=1}^{k} \cos((\pi/n)i))}
\end{align*}
$$

(A3)

Furthermore, in equilibrium state, the total force on sensor $\nu$ should be zero, that is,

$$
\sum_{i=1}^{k} |F_i| = \sum_{i=1}^{n} |F_i|
$$

(A2)

Using simple algebra, we can obtain a feasible solution for $r$ as in Equation (A3):

$$
\begin{align*}
\frac{d_{th}}{2\cos(k\pi/n)} < r < \frac{d_{th}}{2\cos((k+1)\pi/n)} \\
= \frac{2t + 4d_{th} \sum_{i=1}^{k} \cos((\pi/n)i - \alpha_i) + 4(n - 2(k+1)) \sum_{i=1}^{k} \cos((\pi/n)i)}{2(4 + 8\sum_{i=1}^{k} \cos((\pi/n)i))}
\end{align*}
$$

(A3)

If we set the threshold to be the same as sensing range as suggested by Zou and Chakrabarty (2003), that is, $d_{th} = s$, the total coverage of sensors in equilibrium state is upper bounded by

$$
\begin{align*}
\left[\frac{2 + 4s \sum_{i=1}^{k} \cos((\pi/n)i) + 4(n - 2(k+1)) \sum_{i=1}^{k} \cos((\pi/n)i)}{2(4 + 8\sum_{i=1}^{k} \cos((\pi/n)i))}\right]^{\frac{1}{2}}
\end{align*}
$$

(A4)